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Abstract

In this paper, a novel and robust tracking method based on efficient manifold ranking is proposed. For tracking, tracked results are taken as labeled nodes while candidate samples are taken as unlabeled nodes. The goal of tracking is to search the unlabeled sample that is the most relevant to the existing labeled nodes. Therefore, visual tracking is regarded as a ranking problem in which the relevance between an object appearance model and candidate samples is predicted by the manifold ranking algorithm. Due to the outstanding ability of the manifold ranking algorithm in discovering the underlying geometrical structure of a given image database, our tracker is more robust to overcome tracking drift. Meanwhile, we adopt non-adaptive random projections to preserve the structure of original image space, and a very sparse measurement matrix is used to efficiently extract low-dimensional compressive features for object representation. Furthermore, spatial context is used to improve the robustness to appearance variations. Experimental results on some challenging video sequences show that the proposed algorithm outperforms seven state-of-the-art methods in terms of accuracy and robustness.

1. Introduction

Visual tracking is a long standing research topic due to its wide range of applications such as behavior analysis, activity recognition, video surveillance, and human–computer interaction [1,2]. Although it has had a significant progress in the past decades, developing an efficient and robust tracking algorithm is still a challenging problem due to numerous factors such as partial occlusion, illumination variation, pose change, abrupt motion, and background clutter. These factors can lead to wrong association, and result in drift and even failure in tracking.

The main tracking algorithms can be categorized two classes: generative [3–6] and discriminative methods [7–13].

Generative methods focus on searching for the regions which are the most similar to the tracked targets with minimal reconstruction errors of tracking. Adaptive models including the WSL tracker [3] and IVT method [14] have been proposed to handle appearance variation. Recently, sparse representation methods have been used to represent an object by a set of trivial target templates and trivial templates [6,15] to deal with partial occlusion, pose variation and so on. Therefore, it is critical to construct an effective appearance model in order to handle various challenging factors. Furthermore, generative methods discard useful information surrounding target regions that can be exploited to better separate objects from backgrounds.

Discriminative methods treat tracking as a classification problem that distinguishes the tracked targets from the surrounding backgrounds. A tracking technique called tracking by detection has been shown to have promising results in real-time. This approach trains a discriminative classifier online to separate an object from its background. Collins et al. [7] selected discriminative features online to improve the tracking performance. Boosting method has been used for object tracking through combining weak classifiers to establish a strong classifier to select discriminative features, and some online boosting feature selection methods have been proposed for object tracking [8,16]. Babenko et al. [9] proposed a novel online MIL algorithm that achieved superior results with real-time performance for object tracking. An efficient tracking algorithm based on compressive sensing theories was proposed by Zhang et al. [10]. It uses low dimensional features randomly extracted from high dimensional multi-scale image features in the foreground and background, and it achieves better tracking performance than other methods in terms of robustness and speed. Moreover, although some efficient feature extraction techniques have been proposed for visual tracking [8,10,12], there...
often exist a large number of samples from which features need to be extracted for classification, thereby entailing computationally expensive operations [9].

The above tracking methods have shown promising performance. However, they have some shortcomings. Firstly, although the goal of a generative method is to learn an object appearance model, an effective searching algorithm and an effective measuring method to match candidate samples to an object model are difficult to obtain. Secondly, background varies broadly during a tracking process, so it is difficult to achieve the aim of a discriminative method to distinguish a target region from a complicated background when the target looks similar to its background. Therefore, it is very difficult to construct a discriminative object representation. Thirdly, feature selection is of crucial importance for generating an effective appearance model. However, approaches using a large amount of features make the computational load very heavy. Therefore, the computational complexity of tracking methods is rather high, and this limits the real-time applications of these methods.

Graph-based ranking algorithms have been widely applied to information retrieval and have proved to have excellent performance and feasibility on a variety of data types [17–19]. The manifold ranking algorithm first constructs a weighted graph by considering each data node as a vertex. The ranking score of the query is iteratively propagated to nearby node via a weighted graph. Finally, nodes will be ranked according to the ranking scores, in which a larger score indicates higher relevance. In this paper, we develop a novel and robust tracking method based on manifold ranking, which regards tracking as a ranking problem. As shown in Fig. 1, we mark the tracked results as labeled nodes, while candidate samples are regarded as unlabeled nodes. The tracking objective is to estimate the corresponding likelihood that is determined by the relevance between the queries and all candidate samples. We use a manifold structure to measure the relevance between a model and samples, and in our method low-dimensional compressive features can efficiently compress features of foreground objects and their background. Experimental results on some challenging video sequences are demonstrated to show the effectiveness and robustness of the proposed model and algorithm in comparison with seven state-of-the-art tracking methods.

The main contributions of this paper are as follows:

1. A novel visual tracking method based on graph-manifold ranking is proposed.
2. An efficient manifold ranking algorithm is adopted. It can reconstruct graph efficiently in each tracking round and reduce the computation complexity.
3. Low-dimensional compressive features of an image are extracted by a very sparse measurement matrix for object representation. This matrix preserves the structure of the image and discriminates objects from their cluttered background effectively.
4. Our method exploits both temporal and spatial context information, and it is robust to appearance variations caused by abrupt motion, occlusion and background clutters.
5. Experimental results show that the proposed algorithm outperforms seven state-of-the-art methods in terms of accuracy and robustness.

This is an extension of our paper showing preliminary results in [20]. The rest of this paper is organized as follows. The graph-manifold ranking algorithm, the efficient manifold ranking algorithm and low-dimensional compressive features are described in Section 2. Details of our proposed method based on an efficient manifold ranking with low-dimensional compressive features are demonstrated in Section 3. Experimental results are shown and analyzed in Section 4. The conclusion is presented in Section 5.

2. Preliminaries

2.1. Graph-based manifold ranking

Manifold ranking (MR), a graph-based ranking algorithm, has been widely applied in information retrieval and shown to have excellent performance and feasibility on a variety of data types [17,18]. The manifold ranking method is described as follows: given a query node, the remaining unlabeled nodes are ranked based on their relevance to the given query. The goal is to learn a ranking function to define the relevance between unlabeled nodes and this query [18,19].

In [19,21], a ranking method that exploits the intrinsic manifold structure of data for graph labelling is proposed. Given a data set \(X = \{x_1, x_2, \ldots, x_n\} \in \mathbb{R}^{m \times n}\), where \(m\) is the dimension of feature vector and \(n\) is the number of data in the data set, some data points are labelled queries and the rest need to be ranked according to their relevance to the queries. Let \(f : X \rightarrow \mathbb{R}^n\) denote a ranking function which assigns a ranking value \(r_i\) to each point \(x_i\), and \(r\) be a column vector defined by \(r = [r_1, r_2, \ldots, r_n]^{T}\). Let \(y = [y_1, y_2, \ldots, y_n]^{T}\) denote an indication vector, in which \(y_i = 1\) if \(x_i\)

![Fig. 1. Basic flow of our tracking algorithm. A graph is established combining labeled nodes (tracked results) and unlabeled nodes (candidate samples), and ranking scores represent the relevance between the object model and candidate samples.](image-url)
is a query, and \( y_i = 0 \) otherwise. Suppose all data points represent a graph \( G = (V, E) \), where \( V \) represents vertex set, and edges \( E \) are weighted by an affinity matrix \( W \). The strength of edge reflects the similarity between two vertices. To find the optimal ranking of queries, the cost function associated with \( r \) is defined as follows:

\[
O(r) = \frac{1}{2} \sum_{i,j = 1}^{n} \| \frac{1}{\sqrt{D_i}} r_i - \frac{1}{\sqrt{D_j}} r_j \|^2 + \mu \sum_{i = 1}^{n} \| r_i - r_j \|^2
\]

where \( \mu > 0 \) controls the balance of the smoothness constraint (the first term) and the fitting constraint (the second term), and \( D \) is a diagonal matrix with the element \( D_i = \sum_{j=1}^{n} W_{ij} \) for \( i, j = 1, 2, \ldots, N \). To minimize the cost function, we can obtain the closed form solution as

\[
r^* = (I - \alpha S)^{-1} y
\]

where \( I \) is an identity matrix, \( \alpha = 1/(1 + \mu) \) and \( S = D^{-1/2} W D^{-1/2} \).

Then, we use the iteration scheme to solve the following optimal problem:

\[
t(t+1) = \alpha S r(t) + (1 - \alpha) y
\]

where \( \alpha \) is the control parameter, which balances each point's information between its original and neighbors' information. During each iteration, each point obtains information from its neighbors (first term), and retains its initial information (second term). The iteration process is repeated until convergence.

2.2. Efficient manifold ranking algorithm

In order to efficiently reconstruct graph, we use an efficient manifold ranking algorithm [19] to compute the ranking score. When tracking an object, the object has the same appearance in several consecutive frames, so we can use a small amount of data points to represent all data points. Moreover, the context of object tracking has the same appearance in several consecutive frames. Thus, we can use a small amount of anchor points to represent the whole data set, as each data point can be locally approximated by a linear combination of its nearby anchor points.

First, we briefly introduce how to use an anchor graph to model the data. Given a data set \( X = \{x_1, x_2, \ldots, x_n\} \in \mathbb{R}^{m \times d} \), \( U = \{u_1, u_2, \ldots, u_d\} \in \mathbb{R}^{m \times d} \) indicates a set of anchors sharing the same space with the data set. Then, we define a real value function \( r: \mathbb{R} \rightarrow \mathbb{R} \), which assigns a semantic label for each point in \( X \). The aim is to find a weight matrix that measures the relevance between the data points in \( X \) and the anchors in \( U \). We obtain \( r(x) \) for each point by a weighted average of these labels on anchors as follows:

\[
r(x_i) = \sum_{k=1}^{d} z_{ik} u_k, \quad l = 1, 2, \ldots, n
\]

where \( \sum_{k=1}^{d} z_{ik} = 1 \) and \( z_{ik} > 0 \), in which \( z_{ik} \) represents the weight representing the relevance between point \( x_i \) and an anchor \( u_k \). The weights can be obtained through a Nadaraya–Watson kernel regression to increase smoothness. The graph construction process and the means to get the anchors can be found in [19] in detail.

We use a new approach to represent the adjacency matrix \( W \). The weight matrix \( Z \in \mathbb{R}^{m \times m} \) can be viewed as a \( d \)-dimensional representation of the data \( X \in \mathbb{R}^{m \times d} \), in which \( d \) is the number of anchor points. It means that data points can be presented in a new space to replace the original feature space. We set the adjacency matrix as follows:

\[
W = Z^T Z
\]

where \( W_{ij} > 0 \) if two points are correlated and they will share at least one common anchor point, otherwise \( W_{ij} = 0 \). The new adjacency matrix is useful to explore relevance among data points.

Let \( H = ZD^{-1} \) and \( S = H^T H \), Eq. (2) can be rewritten as follows:

\[
r^* = (I_n - \alpha S)^{-1} y = (I_n - \alpha H^T H)^{-1} y = \left( I_n - H^T \left( H H^T - \frac{1}{\alpha} I_d \right) \right)^{-1} H y
\]

where \( I_n \) and \( I_d \) are the identity matrices, they are \( n \times n \) and \( d \times d \) respectively. It is easy to proof that \( (I_1 - \alpha H^T H)(I_1 - H^T H) \) obtains the identity matrix. By Eq. (6), the inversion computation part has been changed from an \( n \times n \) matrix to a \( d \times d \) matrix. Therefore, the change can efficiently reduce the computation load for \( d \ll n \). As a result, the efficient manifold ranking algorithm has a complexity \( O(dn + d^3) \).

2.3. Low-dimensional compressive features

The Haar-like features have been widely used for object representation and appearance modeling. They are typically designed for different tasks such as object detection, and objection tracking [9,10,22]. However, Harr-like features require high computational loads for feature extraction in training and tracking phases. Recently, Babenko et al. [9] adopted the generalized Haar-like features where each one was a linear combination of randomly generated rectangle features, and used online boosting to select a small set of them for object tracking. In our tracking framework, we use the low-dimensional compressive features proposed by Zhang et al. [10] for the appearance modelling. A large set of Haar-like features is significantly compressed using a very sparse measurement matrix. Object representation using the compressed features preserves the object structure represented in the original features space, and these features in the compressed domain can be applied efficiently.

Given a random matrix \( R \in \mathbb{R}^{m \times n} \) that projects a high-dimensional image feature \( x \in \mathbb{R}^{m} \) to a low-dimensional feature \( v \in \mathbb{R}^{n} \)

\[
v = Rx
\]

where \( n \ll m \). Ideally, the matrix \( R \) can provide a stable embedding to preserve the distances between all pairs of original signals. In other words, lower-dimensional features can recover original high-dimensional information. The Johnson–Lindenstrauss lemma [23] states that with high probability the distances between the points in a vector space are preserved if they are projected onto a randomly selected subspace with suitably high dimensions. Therefore, if the random matrix \( R \) in Eq. (7) meets the Johnson–Lindenstrauss lemma, we can reconstruct the original data \( x \) with minimum error from low-dimensional data \( v \) with high probability when \( x \) is compressive such as a video or an image. As such, a very sparse matrix is used for extracting compressive features, and it requests only to satisfy the Johnson–Lindenstrauss lemma in the real-time applications.

A typical measurement matrix satisfying the restricted isometry property is the random Gaussian matrix \( R \in \mathbb{R}^{m \times n} \), \( R_{ij} \sim N(0, 1) \), so a very sparse random measurement matrix is defined as

\[
r_{ij} = \sqrt{S} \times \begin{cases} 1 & \text{with probability } 1/2s \\ 0 & \text{with probability } 1 - 1/s \\ -1 & \text{with probability } 1/2s \end{cases}
\]

In order to satisfy the Johnson–Lindenstrauss lemma, the measurement matrix should be with \( s = 2 \) or \( s = 3 \) [23]. We can note that the measurement matrix is very easy to compute and it requires only a uniform random generator. In order to enhance the separability, distinguished ability and adaptability at a fixed scale, samples from this fixed scale are convolving with a set of rectangle...
filters at multiple scales. Each rectangular filter at a scale is defined
\[ h_{p,q}(x, y) = \begin{cases} 
1 & 1 \leq x \leq p, 1 \leq y \leq q \\
0 & \text{otherwise}
\end{cases} \] (9)

where \( p \) and \( q \) are the width and the height of a rectangle filter, respectively. Convolving an image patch with the rectangle filter at a fixed scale is equivalent to computing the internal image characters corresponding to this filter. Finally, we represent each filtered image as a column vector in \( \mathbb{R}^{n_{\text{inh}}} \) and then concatenate these vectors as a very high-dimensional multi-scale image feature vector \( x \). Then, a very sparse matrix is adopted to project \( x \) onto a low-dimensional feature vector \( v \). In tracking process, the sparse matrix remains fixed in the whole tracking process and it is computed once in the original stage. Therefore, a low-dimensional compressive features \( v \) can be efficiently computed and it is used to represent an object.

3. Our proposed method

3.1. Framework

Fig. 1 shows the basic flow of our proposed tracking algorithm. The tracking problem is formulated as a ranking task. Firstly, we assume that the locations in the first \( f \) frames have been obtained by the CT tracker [10]. Let \( l(x_{i}^{f}) \) denote the location of tracking result at the \( i \)th frame where \( x_{i}^{f} \) represents the sample. Then, we collect these tracked results to form the object appearance model set \( S_{m} = \{x_{i}^{f}, x_{2}^{f}, \ldots, x_{N}^{f}\}, i = 1, 2, \ldots, f \), and the corresponding graph is taken as \( G_{m} \). Secondly, for a new frame, we crop out a set of image patches \( x' \) with \( N \) samples near the location \( l(x_{i}^{f}) \) with a search radius at the current frame, i.e., \( x' = \{x : \|l(x) - l(x_{i}^{f})\| < \beta\} \). These candidate image patches are collected to form a set of unlabeled nodes, represented by, \( S_{u} = \{x_{1}^{i+1}, x_{2}^{i+1}, \ldots, x_{N}^{i+1}\}, i = 1, 2, \ldots, N \), and the corresponding graph is taken as \( G_{u} \). Thirdly, the candidate \( G_{u} \) is combined with \( G_{m} \) to construct a graph \( G = G_{m} \cup G_{u} \), in which the label \( y_{i} = 1 \) if a node point is in \( G_{m} \) and \( y_{i} = 0 \) if a node point is in \( G_{u} \).

The ranking score vector \( r^{*} = [r_{1}^{*}, r_{2}^{*}, \ldots, r_{N}^{*}] \) can be obtained by the manifold ranking algorithm, where \( r_{m}^{*} \) is corresponding to \( G_{m} \) and \( r_{u}^{*} \) is corresponding to \( G_{u} \). Then, the tracking result is added into \( S_{m} \), while the other candidate samples are deleted. This procedure continues to sample candidates and constructs a new graph to obtain the largest ranking score as the tracking result until the end of the image sequence.
3.2. Anchor points representation in our method

The most time consuming part of the manifold ranking algorithms is to construct graph. In order to efficiently reconstruct the graph in the proposed tracking method, we use an efficient manifold ranking algorithm to compute the ranking score. In the efficient manifold ranking algorithm, each data point on the manifold can be locally approximated by a linear combination of its nearby anchor points. Thus, we only need to construct an anchor graph, and then ranking score can be estimated for each point as a weighted average of the labels on anchors’ ranking values.

In our method, the object has the same appearance in several consecutive frames, so we can use a small amount of anchor points to represent all labeled nodes as shown in Fig. 2. Moreover, candidates sampled around the previous location also have the same appearance information, so a small number of candidate nodes can be used to represent the most of candidate sample points as shown in Fig. 2.

3.3. Appearance model updating process

As shown in Fig. 1, we can obtain the locations in the first t frames by a CT tracker, and then to obtain the location of the (t + 1)th frame by the manifold ranking algorithm. There is an obvious problem that the size of Sm will be very large if all tracked results are added into the appearance model in each tracking round, so the computation complexity will be very heavy. In addition, the bad node impacts the performance of the appearance model. To track the next frame, we need to update the appearance model firstly. We compute the average ranking score of \( r_m \):

\[
\mu_n = \frac{1}{t} \sum_{i=1}^{t} (r_m^n) \tag{10}
\]

where \( r_m^n \) represents the score of the \( n \)th node in \( S_m \). Then, we compute the displacement error \( e_i \) between the score of each node in \( S_m \) and the average score

\[
e_i = \| (r_m^n) - \mu_n \|^2 \tag{11}
\]

We delete the node that has the largest displacement error, and then add the current tracking result \( x_{t+1}^n \) into \( S_m \). Thus, the number of \( S_m \) will be \( t \) constantly. It is worth noting that the average ranking score computed from the tracked results alleviates the noise effects.

3.4. Support set construction

In our method, object appearance model \( S_m \) only reflects the temporal relationship among consecutive frames, but it does not take into account the immediately surrounding background. In the tracking process, the context of a target in an image sequence consists of the spatial context including the local background and the temporal context including all appearances of the targets in the previous frames. As shown in Fig. 3 (left), our object appearance model \( S_m \) represents the temporal context in the previous frames. In Fig. 3 (right), note that the object can be influenced by its surrounding background, and there exists a correlation between the object (denoted by red rectangle) and its surrounding background (denoted by yellow rectangle). Therefore, in order to make use of surrounding background information and provide as much appearance information as possible for graph construction, we establish a support set to describe spatial context. The spatial context describes the relevance between the object and its surrounding background in a small neighborhood region.

Supposed that, in tracking the (t + 1)th frame, we have obtained the object location \( \hat{x}_{t+1}^n \) with ranking score, and the ranking score of the current candidate samples is denoted by \( r_u^n \). We select \( s \) nodes from the candidate samples set \( S_u \) to construct the support set \( S_s \). \( S_s \) is corresponding to the first \( s + 1 \) largest ranking scores among all obtained \( r_u^n \), and we then delete the largest one. The graph corresponding to the support set is denoted by \( G_s \). The updating process of the appearance model and the construction of the support set construction are shown in Fig. 4.

Algorithm 1. The proposed tracking method.

\textbf{Input:} Video frame \( f = 1:F \)

1. The first \( t \) frames are tracked by a CT tracker to construct an object appearance model set \( S_m = \{x_t^1, x_t^2, \ldots, x_t^t \} \)
2. for \( f = t + 1 \) to \( F \) do
3. Crop out a set of candidate samples as unlabeled set \( S_u \) by \( \beta \) as \( \beta = \{x : \|i(x) - (x_i^m)\| < \beta \} \).
4. if \( f = t + 1 \) then
5. Construct a graph \( G = G_m \cup G_u \) and support set \( S_s \).
6. Update model set \( S_m \).
7. else
8. Construct a graph \( G = G_m \cup G_s \).
9. Update model set \( S_s \) and support set \( S_s \).
10. end if

\textbf{Output:} Tracking results \( \{l_1(x^*) , l_2(x^*) , \ldots, l_s(x^*) \} \).

To track the \( (t + 2) \)th frame, a graph \( G = G_m \cup G_s \cup G_u \) is constructed and the label \( y = 1 \) if a node point is from \( S_m \) and \( y = 0 \) if a node point is from \( S_u \). The ranking score matrix \( r = [r_m^n, r_s^n, r_u^n] \) can be obtained by an efficient manifold ranking algorithm (see Section 2.2), where \( r_m^n, r_s^n, \) and \( r_u^n \) are corresponding to \( G_m, G_s, G_u \) respectively. The tracking scheme is summarized in Algorithm 1. Finally, the target in frame \( t + 2 \) is the sample with the largest component in \( r_u^n \), as the \( i \)th sample can be selected from \( S_s \) and computed by

\[
i = \arg\max_i (r_u^n), \quad i = 1, 2, \ldots, N \tag{12}
\]

where \( N \) is the number of candidate samples.

4. Experimental results and analysis

4.1. Experimental setup

We evaluate the proposed tracking method based on an efficient manifold ranking algorithm and an object representation with low-dimensional features using seven video sequences with impacted factors including abrupt motion, cluttered background, partial occlusion, scale change, and illumination variation.
severe occlusion and appearance change (see Table 1). Fig. 5 shows the caption of tracking different objects in video sequences. We compare our proposed tracker with seven other state-of-the-art methods including: L1 tracker (L1) [6], real-time compressive tracking (CT) [10], multiple instance learning tracker (MIL) [9], incremental visual tracking (IVT) [14], fragment tracker (Frag) [4], weighted multiple instance learning tracker (WMIL) [24] and locally orderless tracking (LOT) [25]. For fair comparison, we adopt the source codes or binary codes provided by the authors with tuned parameters for best performance. For some trackers involving randomness, we repeat the experimental results five times on each sequence and obtain the averaged results.

In our experiments, the parameters are used in our algorithm as follows. The dimensionality of the compressive feature is set to 200. The first 1 frames are tracked by the CT method and t is set to 30. In the CT method, we randomly select 45 positive samples and 50 negative samples. The number of nodes in the support set is set s = 10.

### 4.2 Quantitative analysis

We perform experiments on seven publicly available standard video sequences. As the ground truth, the center position of a target in a sequence is labeled manually. This ground truth is provided in Wu’s work [26]. For quantitative analysis, we use average center location errors as evaluation criteria to compare the performance, and the pixel error in every frame is defined as follows:

\[
CLE = \sqrt{(x' - x)^2 + (y' - y)^2}
\]  

where \((x', y')\) represents the object position obtained by different tracking methods, and \((x, y)\) is the ground truth. The second evaluated metric is the success rate [27], and the score in every frame is defined as follows:

\[
\text{score} = \frac{\text{area}(\text{ROI}_t \cap \text{ROI}_c)}{\text{area}(\text{ROI}_t \cup \text{ROI}_c)}
\]  

where \(\text{ROI}_t\) is the tracking bounding box and \(\text{ROI}_c\) is the ground truth bounding box. If the score is larger than 0.5 in one frame, the tracking result is considered as a success. Table 2 reports the center location error, where smaller CLE means more accurate tracking results. In Table 2, each row represents the average center location errors as evaluation criteria to compare the performance, and the pixel error in every frame is defined as follows:

<table>
<thead>
<tr>
<th>Sequence</th>
<th>L1</th>
<th>CT</th>
<th>MIL</th>
<th>IVT</th>
<th>Frag</th>
<th>WMIL</th>
<th>LOT</th>
<th>Ours</th>
</tr>
</thead>
<tbody>
<tr>
<td>Coke</td>
<td>85.3</td>
<td>42.0</td>
<td>26.9</td>
<td>70.5</td>
<td>124.8</td>
<td>76.9</td>
<td>42.5</td>
<td>21.6</td>
</tr>
<tr>
<td>Bolt</td>
<td>39.4</td>
<td>21.1</td>
<td>35.8</td>
<td>138.8</td>
<td>18.8</td>
<td>214.3</td>
<td>68.2</td>
<td>7.6</td>
</tr>
<tr>
<td>Deer</td>
<td>171.5</td>
<td>95.1</td>
<td>66.5</td>
<td>127.5</td>
<td>92.1</td>
<td>25.1</td>
<td>65.9</td>
<td>23.0</td>
</tr>
<tr>
<td>Stone</td>
<td>19.2</td>
<td>32.8</td>
<td>32.3</td>
<td>2.5</td>
<td>65.9</td>
<td>99.8</td>
<td>28.1</td>
<td>6.4</td>
</tr>
<tr>
<td>Couple</td>
<td>110.6</td>
<td>33.8</td>
<td>33.9</td>
<td>105.1</td>
<td>32.6</td>
<td>34.4</td>
<td>37.8</td>
<td>9.3</td>
</tr>
<tr>
<td>Lemming</td>
<td>184.9</td>
<td>26.3</td>
<td>25.9</td>
<td>93.4</td>
<td>149.1</td>
<td>96.9</td>
<td>19.9</td>
<td>24.3</td>
</tr>
<tr>
<td>DavidOutdoor</td>
<td>100.4</td>
<td>87.3</td>
<td>38.4</td>
<td>52.9</td>
<td>90.5</td>
<td>73.3</td>
<td>63.5</td>
<td>29.5</td>
</tr>
<tr>
<td>Average CLE</td>
<td>101.6</td>
<td>75.5</td>
<td>37.1</td>
<td>84.4</td>
<td>81.9</td>
<td>88.7</td>
<td>46.6</td>
<td>17.7</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Sequence</th>
<th>L1</th>
<th>CT</th>
<th>MIL</th>
<th>IVT</th>
<th>Frag</th>
<th>WMIL</th>
<th>LOT</th>
<th>Ours</th>
</tr>
</thead>
<tbody>
<tr>
<td>Coke</td>
<td>13.1</td>
<td>50.2</td>
<td>72.2</td>
<td>15.8</td>
<td>3.5</td>
<td>44.8</td>
<td>13.7</td>
<td>79.4</td>
</tr>
<tr>
<td>Bolt</td>
<td>27.5</td>
<td>4.7</td>
<td>44.4</td>
<td>3.4</td>
<td>54.6</td>
<td>3.1</td>
<td>17.4</td>
<td>81.7</td>
</tr>
<tr>
<td>Deer</td>
<td>3.9</td>
<td>14.1</td>
<td>21.3</td>
<td>11.7</td>
<td>7.6</td>
<td>83.5</td>
<td>35.2</td>
<td>85.9</td>
</tr>
<tr>
<td>Stone</td>
<td>29.2</td>
<td>35.2</td>
<td>32.1</td>
<td>65.2</td>
<td>15.4</td>
<td>8.4</td>
<td>27.8</td>
<td>65.2</td>
</tr>
<tr>
<td>Couple</td>
<td>12.3</td>
<td>67.8</td>
<td>71.4</td>
<td>10.1</td>
<td>64.3</td>
<td>65.8</td>
<td>69.7</td>
<td>92.8</td>
</tr>
<tr>
<td>Lemming</td>
<td>3.9</td>
<td>74.8</td>
<td>53.5</td>
<td>17.8</td>
<td>13.4</td>
<td>24.4</td>
<td>84.5</td>
<td>82.1</td>
</tr>
<tr>
<td>DavidOutdoor</td>
<td>27.5</td>
<td>22.4</td>
<td>64.8</td>
<td>41.1</td>
<td>19.5</td>
<td>29.8</td>
<td>31.2</td>
<td>72.3</td>
</tr>
<tr>
<td>Average SR</td>
<td>16.8</td>
<td>38.5</td>
<td>51.4</td>
<td>23.9</td>
<td>25.5</td>
<td>37.1</td>
<td>40.0</td>
<td>79.9</td>
</tr>
</tbody>
</table>

Fig. 5. The caption of tracking different objects in video sequences. (a) Lemming, (b) Coke, (c) DavidOutdoor, (d) Deer, (e) Stone, (f) Couple, and (g) Bolt.
Fig. 6. Error plots of all tested sequences for different tracking methods.
4.3. Qualitative analysis

Partial occlusion: The objects suffer heavy or longtime partial occlusion, scale change, deformation and rotation in sequences: Bolt (Fig. 9(a)), Lemming (Fig. 8(b)), DavidOutdoor (Fig. 7(c)), Coke (Fig. 7(a)). In the Bolt sequence, Fig. 9(a) demonstrates that our tracking method performs well in terms of position and scale when the objects undergo severe occlusion and deformation at frames #112, #157 and #167, while the other methods including IVT, CT, WMIL and L1 completely fail to track the objects in these frames. This can be attributed to some reasons: (1) we can extract discriminative features based on a very sparse matrix to separate an object well from its background, and also object representation with low-dimensional compressive features can preserve the structure of original image space; and (2) the outstanding ability of the manifold ranking algorithm is to discover the underlying geometrical structure and the relevance between object appearance and candidate samples. Thus, our tracker is more robust to overcome tracking drift and abrupt motion. In the DavidOutdoor sequence, our method and MIL perform better than other methods at frames #193, #206 and #252. The other methods suffer from severe drift and some of these methods completely fail to track. Furthermore, our method performs more accurately than MIL at frames #230 and #252. Thus, our method can handle occlusion and it is not sensitive to partial occlusion since the manifold ranking algorithm can measure the relevance between object appearance and candidate samples. Furthermore, we can also see the advantages of our tracking method in the Lemming and Coke sequences (see Figs. 8(b) and 7(a)).

Abrupt motion and blur: The objects in Deer (Fig. 9(b)), Coke (Fig. 7(a)), Couple (Fig. 7(b)) and Lemming (Fig. 8(b)) sequences have abrupt motions. It is difficult to predict the location of a tracked object when it undergoes an abrupt motion. As illustrated in Fig. 9(b), when an object undergoes an in-plane rotation, all evaluated algorithms except the proposed tracker do not track the object well. We also see that the WMIL method can track the object well except in frames #43 and #56. The CT method suffers completely from drifts to the background at frames #7, #17, #39, #43, #56, #60 and #68. In the Coke sequence, we can see that our method perform better than all other evaluated algorithms (see all shown frames in Fig. 8(a)). For the Couple sequence, our tracker performs better than other methods whereas the WMIL, LOT and MIL algorithms are able to track the objects in some frames. In the Lemming sequence, only the CT and our method perform well at frame #550, while the other algorithms fail to track the target objects well. What is more, the Frag method suffers completely from drift in the shown frames and it verifies that the Frag method cannot adaptively adjust these changes, resulting in serious drifts. We can also see that the LOT method can track the object well except that there are few drifts in a couple of frames see frames #550 and #1105). Blurry images exist in the Deer sequence (see Fig. 9(b)), because a fast motion makes it difficult to track the...
target object. As shown in frames #56 and #71 of Fig. 9(a), the proposed method can still track the object well compared with other methods.

**Background clutters:** The trackers are easily confused when an object is very similar to its background. Figs. 9(b), 7(b), 8(b) and 8(a) demonstrate the tracking results in the Deer, Couple, Lemming and Stone sequences with background clutters. Fig. 8(a) shows that different trackers track a yellow cobblestone located among a lot of similar stones. Thus, it is very difficult to distinguish the object from its background and to keep tracking the object.
correctly. Comparatively, our method and IVT exhibit a better
discriminative ability and outperform other methods at frames
#495 and #535. The MIL and WMIL trackers completely drift to
the background at frames #426, #495 and #535 and this verifies
that the selected features by the MIL and WMIL trackers are less
informative than our method. The Frag tracker has severe drifts at
all frames except frames #55 and #535 and is unable to handle a
large background clutter because its template is not updated
online. The CT method has severe drifts at frames #426, #495
and #535 because it only uses compressive features and the
Bayesian classifier is sensitive to background clutter.

In the Deer sequence, our method outperforms all other
methods in all given frames. In the Lemming sequence, the L1
tracker completely drifts to the background at all given frames
and this verifies that sparsity is not useful for tracking. The Frag, IVT, L1
methods suffer from severe drifts at frames #1105 and #1126 as
shown in Fig. 9(b). Meanwhile, CT performs well too at frames
#1105 and #1126, but creates a drift at frame #1096, because it is
sensitive to the background clutter and the abrupt motion. In the
Couple sequence, the IVT and L1 methods completely fail to track
the object at all shown frames, while the MIL, WMIL and CT
methods can track well in the first frame. However, they com-
pletely fail to track at other frames because they cannot effectively
distinguish the object from the background clutters.

4.4. Comparison our method with other classifiers

It should be noted that the proposed tracking algorithm is
significantly different from other classifiers such as support vector
machine method (SVM). The outstanding ability of the manifold
learning algorithm is to discover the underlying geometrical
structure and the relevance between different data in a data set.
To verify that the performance of our tracker outperforms the
performance of methods using a SVM classifier, we construct two
tracking methods using SVM. In Fig. 10(1), we assume the lo-
cations in the first t frames have been obtained by the CT tracker
shown in [10]. Then these tracked results are selected as positive
samples, while many image patches away from the current
location are selected as negative samples (see Fig. 10(1) for
details). In Fig. 10(2), we collect these image patches around the
current location as positive samples, and the image patches away
from the current location as negative samples.

In these experiments, we use the Haar features to represent the
object and the dimensionality of the compressive features is set to
200. The first t frames are tracked by the CT method and t is set to
30. Table 4 reports the center location error, where smaller CLE
means more accurate tracking results. From Table 4, we can see
that our method achieves the best performance compared with
SVM classifiers. Fig. 11 shows the screen captures for some of the
video clips. In the Bolt sequence, we can see that the two SVM
based methods completely fail to track the target object in frame
#200 and there are some tracking error in frames #130 and #130.
In the DavidOutdoor and Lemming sequences, our tracker per-
forms better than other methods.

4.5. Tracking with different numbers of labeled and unlabeled nodes

We discuss the effect of the proposed tracking method against
different numbers of labeled and unlabeled nodes. In our method,
the tracked results and the support set are regarded as labeled
nodes, while all candidates sampled around the location in the
previous frame are regarded as unlabeled nodes. To sample can-
didates, we crop out a set of image patches x' with N samples
near the location in previous frame with a search radius β at the
current frame, i.e., x's = {x : ||x' − hx|| < β}. The parameter β is
related to target's motion speed and represents the radius of

<table>
<thead>
<tr>
<th>L1</th>
<th>CT</th>
<th>MIL</th>
<th>IVT</th>
<th>Frag</th>
<th>WMIL</th>
<th>LOT</th>
<th>Ours</th>
</tr>
</thead>
</table>

Fig. 9. Sampled tracking results for tested sequences of (a) Bolt and (b) Deer.
search window. The radius value must be large if the object moves quickly between the consecutive frames. Moreover, the larger the radius is, the bigger the number of candidates is.

Tables 5 and 6 report that the center location errors against different numbers of labeled and unlabeled nodes on Coke and DavidOutdoor sequences, respectively. In Tables 5 and 6, $L$ is the number of labeled nodes and $\beta$ is the search radius. As indicated in Table 5, our tracker can obtain better performance when 40 or 50 labeled nodes are selected and $\beta$ is set to around 20. These labeled nodes can construct the appearance model adequately, and the manifold ranking algorithm can discover the underlying geometrical structure and the relevance between object appearance and candidate samples.

However, tracking performance is a bit sensitive to the number of labeled nodes, as labeled nodes include these tracked results of the CT tracker and the support set. If there are tracking drifts in the first frames using the CT tracker, these labeled nodes cannot effectively model the appearance information. As a result, it will bring the accumulated error as shown in Tables 5 and 6.

In order to further analyze the effect of the number of labeled nodes, we set a fixed search radius to compare against different numbers of labeled nodes. Fig. 12 shows the center location errors with different numbers of labeled nodes under a fixed search radius. As shown in Fig. 12, our tracker has better performance with 40 labeled nodes in all the shown sequences. There are some big tracking errors for some numbers of labeled nodes because of the original tracked results.

Overall, we usually select 40 labeled nodes including the tracked results in the first 30 frames and the support set. On one hand, the labeled node set can effectively construct an object appearance model. On the other hand, it can the accumulated error when using only the tracked results for the first 30 frames. In our future work, we will use other robust tracking methods to obtain the locations in the first frames. Moreover, we improve to reduce the sensitiveness to the labeled nodes.

### 4.6. Complexity analysis

The most time consuming part of the proposed tracking algorithms is to construct the graph. In the original manifold ranking algorithm, it usually uses kNN graph with its good ability to capture the local structure of the data. But the construction cost for kNN graph is $O(kn^2)$, which is very complex in large scale situations. In our method, the inversion computation part has been changed from an $n \times n$ matrix to a $d \times d$ matrix. If $d \ll n$, this change can significantly speed up the calculation of manifold ranking, which is very important for real-time object tracking. As a result, the efficient manifold ranking algorithm has a complexity $O(dn + d^3)$. Due to a low complexity for computing the ranking function $r^*$, we can reconstruct the graph in each tracking round efficiently.

---

Table 4

<table>
<thead>
<tr>
<th>Methods</th>
<th>Deer</th>
<th>Stone</th>
<th>Coke</th>
<th>Bolt</th>
<th>Couple</th>
<th>Lemming</th>
<th>DavidOutdoor</th>
</tr>
</thead>
<tbody>
<tr>
<td>SVM(a)</td>
<td>97.1</td>
<td>82.4</td>
<td>56.5</td>
<td>81.8</td>
<td>33.4</td>
<td>162.1</td>
<td>68.7</td>
</tr>
<tr>
<td>SVM(b)</td>
<td>60.2</td>
<td>68.9</td>
<td>86.1</td>
<td>33.4</td>
<td>18.9</td>
<td>165.6</td>
<td>67.9</td>
</tr>
<tr>
<td>Ours</td>
<td>23.0</td>
<td>6.4</td>
<td>23.9</td>
<td>7.6</td>
<td>9.3</td>
<td>24.3</td>
<td>29.5</td>
</tr>
</tbody>
</table>

Fig. 10. Two sampling methods using SVM classifier. Top: the tracked results are selected as positive samples, while many image patches away from the current location are selected as negative samples (SVM(a)); bottom: the image patches around the current location are collected as positive samples, and the patches away from the current location as negative samples (SVM(b)).
Fig. 11. Comparison our tracking method with SVM classifiers (a) Bolt (b) DavidOutdoor (c) Lemming.

Table 5
Comparison of center location errors against different numbers of labeled and unlabeled nodes on Coke sequence.

<table>
<thead>
<tr>
<th>( L )</th>
<th>( \beta )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( 13 )</td>
<td>( 14 )</td>
</tr>
<tr>
<td>20</td>
<td>72.7</td>
</tr>
<tr>
<td>30</td>
<td>42.2</td>
</tr>
<tr>
<td>40</td>
<td>162.1</td>
</tr>
<tr>
<td>50</td>
<td>41.0</td>
</tr>
<tr>
<td>60</td>
<td>136.1</td>
</tr>
<tr>
<td>70</td>
<td>27.4</td>
</tr>
<tr>
<td>80</td>
<td>21.9</td>
</tr>
<tr>
<td>90</td>
<td>40.3</td>
</tr>
<tr>
<td>100</td>
<td>27.5</td>
</tr>
</tbody>
</table>

Table 6
Comparison of center location errors against different numbers of labeled and unlabeled nodes on DavidOutdoor sequence.

<table>
<thead>
<tr>
<th>( L )</th>
<th>( \beta )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( 13 )</td>
<td>( 14 )</td>
</tr>
<tr>
<td>20</td>
<td>110.0</td>
</tr>
<tr>
<td>30</td>
<td>30.1</td>
</tr>
<tr>
<td>40</td>
<td>66.8</td>
</tr>
<tr>
<td>50</td>
<td>65.7</td>
</tr>
<tr>
<td>60</td>
<td>103.7</td>
</tr>
<tr>
<td>70</td>
<td>57.2</td>
</tr>
<tr>
<td>80</td>
<td>66.9</td>
</tr>
<tr>
<td>90</td>
<td>66.4</td>
</tr>
<tr>
<td>100</td>
<td>68.7</td>
</tr>
</tbody>
</table>
For IVT method, the computation involves matrix–vector multiplication and the computation complexity is $O(dk)$. The computation complexity of L1 tracker using LASSO algorithm is $O(d^2 + dk)$. The computation complexity of the CT tracker using random projection to extract features is $O(cn)$. The computational load of our method is mainly to extract features and construct a graph, and the complexity is $O(cn + dn + d^3)$, where $c$ is the number of nonzero entries in each row of projection matrix $R$.

In order to compare the detailed computational time of our tracker with other tracking methods, we test different trackers using MATLAB on an i3 3.20 GHz machine with 4 GB RAM. Then, all trackers are implemented on different video sequences, the whole running time is stored on each sequence, and then we can obtain the frames per second (FPS) at the current sequence. Finally, we report the average FPS from the all test sequences in Table 7.

### Table 7
Comparison with average FPS.

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>L1</th>
<th>CT</th>
<th>MIL</th>
<th>IVT</th>
<th>WMIL</th>
<th>LOT</th>
<th>Ours</th>
</tr>
</thead>
<tbody>
<tr>
<td>Average FPS</td>
<td>1.5</td>
<td>54.3</td>
<td>15.2</td>
<td>26.1</td>
<td>32.4</td>
<td>2.7</td>
<td>9.4</td>
</tr>
</tbody>
</table>

4.7. Discussion

As shown in our experiments, our method can address these factors including abrupt motion, cluttered background and occlusion more effectively. The reasons are as follows. (1) We can extract discriminative features based on a very sparse matrix to separate an object well from its background, and the object representation with low-dimensional compressive features can preserve the structure of original image space. (2) The outstanding ability of the manifold ranking algorithm is to discover the underlying geometrical structure and the relevance between object appearance and candidate samples. (3) Our method combines temporal and spatial context information for tracking, and it is very insensitive to multiple factors. Thus, our tracker can obtain favorable performance.

However, our proposed method may fail when an out-of-plane rotation and an abrupt motion occur in the current sequence (see Fig. 13). Fig. 13(a) shows an out-of-plane rotation and an abrupt motion after #75. Our method drifts away the ground truth because the appearance model cannot match well between the object model and the candidates, and it cannot distinguish the object from the changed background. Moreover, our method is sensitive when there exists a complex background and when there exists similar appearance information between the object and the non-objects in a sequence (Fig. 13(b)). Therefore, our method

![Fig. 12. Comparison of center location errors against different numbers of labeled nodes under a fixed search radius.](image-url)
cannot distinguish an object from background clutters in the above mentioned two cases.

Overall, our method performs favorably against the other state-of-the-art tracking methods in the challenge sequences.

5. Conclusions

This paper has proposed a novel framework named manifold ranking based visual tracking. The algorithm was initially proposed to rank data along their manifold, and has been widely applied in information retrieval and shown to have excellent performance and feasibility on a variety of data types. In order to address the shortcomings of original manifold ranking in graph reconstruction and heavy computation load, we adopt the efficient manifold ranking algorithm. The ability for efficiently constructing a graph is more applicable for tracking problem. What is more, we adopt non-adaptive random projections to preserve the structure of original image space, and a very sparse measurement matrix is used to efficiently extract compressive features for object representation. Furthermore, our method exploits both temporal and spatial context information for tracking, and is very insensitive to background clutters and appearance change. Experiments on some challenging video sequences have demonstrated the superiority of our proposed method to seven state-of-the-art ones in terms of accuracy and robustness.
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